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We present a novel computational framework to assess the structural integrity of welds. In the first stage of the 
simulation framework, local fractions of microstructural constituents within weld regions are predicted based on 
steel composition and welding parameters. The resulting phase fraction maps are used to define heterogeneous 
properties that are subsequently employed in structural integrity assessments using an elastoplastic phase field 
fracture model. The framework is particularized to predicting failure in hydrogen pipelines, demonstrating its 
potential to assess the feasibility of repurposing existing pipeline infrastructure to transport hydrogen. First, 
the process model is validated against experimental microhardness maps for vintage and modern pipeline welds. 
Additionally, the influence of welding conditions on hardness and residual stresses is investigated, demonstrating 
that variations in heat input, filler material composition, and weld bead order can significantly affect the 
properties within the weld region. Coupled hydrogen diffusion-fracture simulations are then conducted to 
determine the critical pressure at which hydrogen transport pipelines will fail. To this end, the model is enriched 
with a microstructure-sensitive description of hydrogen transport and hydrogen-dependent fracture resistance. 
The analysis of an X52 pipeline reveals that even 2 mm defects in a hard heat-affected zone can drastically reduce 
the critical failure pressure.

1. Introduction

Understanding the interplay between process parameters, material 
heterogeneity and fracture resistance is key to assessing the structural 
integrity of components resulting from welding, additive manufacturing 
and other fabrication processes [1–4]. Moreover, a mechanistic under-

standing of such interplay would enable an optimized approach for 
these and similar processes. This necessitates establishing a new class 
of thermo-metallurgical-mechanical models that can integrate coupled 
process and fracture modeling.

One area where mechanistic, integrated process-fracture modeling 
can be particularly valuable is pipeline integrity assessment, with ap-

plications across energy distribution, where welds constitute the weak-

est link. Existing gas transmission pipeline networks are very diverse, 
with pipelines manufactured from different steel grades and installed 
over several decades. Most pipeline steels are categorized according 
to the API 5L specification, with in-service pipelines mainly ranging 
from X42 to X80 grades, where the number denotes the minimum yield 
strength in ksi units. These different steel grades may exhibit distinct 
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microstructures, which can influence in-service performance and in par-

ticular the fracture resistance. The vast majority of pipeline failures do 
not occur in the base material but in the weld region of the pipeline. 
The weld metal (WM) and surrounding heat-affected zone (HAZ) may 
be subjected to multiple cycles of rapid heating and subsequent cool-

ing, resulting in residual stresses and the possible formation of harder 
phases, such as bainite or martensite. Consequently, these regions are 
susceptible locations of a pipeline network and defects in these loca-

tions, introduced during production, welding, or service time, can lead 
to catastrophic failures [5,6]. Given the variability in pipeline materials, 
welding techniques, and size and distribution of defects, assessing the 
performance of existing pipeline infrastructure is a major challenge, un-

derscoring the potential of numerical approaches that can quickly and 
cheaply evaluate the risk of different scenarios. This is now urgently 
needed to assess whether the existing gas pipeline infrastructure can be 
repurposed to transport hydrogen gas, to support zero carbon energy 
commitments [7]. Hydrogen is known to significantly degrade metals 
and alloys through a phenomenon termed hydrogen embrittlement [8,9], 
and it has been experimentally demonstrated that pipeline steels can 
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Fig. 1. Schematic of the different zones in a weld and outline of the two-stage modeling framework. In stage 1, the welding process, including solid-state phase 
transformations in the underlying microstructure, is simulated. In stage 2, welding process results are used as initial conditions for an elastoplastic phase field fracture 
model.

undergo very significant reductions in ductility, fracture toughness and 
fatigue crack growth resistance when exposed to hydrogen-containing 
environments [10–12]. Given computational methodological develop-

ments in the residual stress and structural integrity communities, there 
is an opportunity to utilize these to better characterize the behavior of 
hydrogen transmission pipelines.

Numerical welding models, often combined with experimental data, 
have been used to characterize residual stress patterns for different weld-

ing processes [13–17]. To accurately predict residual stresses in ferritic 
steel welds, several models have included solid-state phase transforma-

tions to predict the presence of hard phases in the weld region [18–22]. 
However, to develop a complete structural integrity framework for the 
accurate assessment of pipelines, welding process predictions need to be 
integrated with failure process simulations. This is not straightforward, 
as it requires integrating process modeling with a computational frac-

ture method capable of capturing crack nucleation and growth along 
non-predefined paths, and incorporating local material heterogeneities 
and residual stresses in a mesh-independent setting.

The recent development of phase field fracture methods provides a 
suitable pathway to achieve this objective. Phase field approaches to 
fracture have been shown to be capable of capturing fracture problems 
of arbitrary complexity, including crack coalescence and branching, in 
2D and 3D, for both mechanical and coupled problems, and in homoge-

neous and non-homogeneous solids [23–25]. Very recently, Mandal et 
al. [26] combined welding process modeling with a phase field-based 
coupled deformation-diffusion-fracture model, and applied this frame-

work to predict the critical pressure at which seam welds of hydrogen 
transport pipelines would fail. Their results revealed that microstruc-

tural heterogeneities and residual stresses can have a very significant 
impact on the structural integrity of hydrogen transport pipelines. How-

ever, the welding process model used did not resolve phase changes and 
therefore microstructural heterogeneities had to be introduced through 
image processing of experimental microhardness maps. This is a notable 
drawback as the ability of models to handle a wide range of scenarios is 
now limited by the availability of microhardness maps. In addition, de-

termining local fracture properties based on variations in microhardness 
comes with considerable uncertainty.

The objective of this paper is to develop a comprehensive structural 
integrity framework that is able to predict microstructural heterogene-

ity and potential susceptible locations within the weld and subsequently 
predict pipeline failure. The framework, outlined in Fig. 1, combines for 
the first time microstructurally-sensitive process modeling with phase 
field fracture simulations. The first stage involves incorporating pre-

dictive capabilities of local microstructural constituents based on steel 

composition, weld process details, and associated thermal cycles using 
Li’s phenomenological model [27]. Furthermore, phase transformations 
lead to additional strains, which are incorporated into the residual stress 
calculation. Critical outputs of this first step are local phase fraction 
maps within the weld metal and heat affected zones. In the second 
stage of the framework, the phase fraction maps will be used to deter-

mine the heterogeneity in material properties, which are then used for 
structural integrity simulations using an elastoplastic phase field frac-

ture model. To assess the effect of hydrogen on the structural integrity 
of pipelines, a hydrogen diffusion model is coupled to the phase field 
fracture model, where the hydrogen concentration locally reduces the 
fracture toughness of the material. The resulting weld process-fracture 
model can therefore predict the structural integrity of hydrogen trans-

port pipelines for any choice of weld configuration and protocol, defect 
distribution and hydrogen partial pressure.

The remainder of this paper is structured as follows. In Section 2, 
the simulation framework is described, spanning both the thermo-

metallurgical-mechanical weld process model and the subsequent cou-

pled phase field-based deformation-diffusion-fracture stage. Next, Sec-

tion 3 demonstrates the enhanced welding process model and validates 
its predictions against experimentally determined microhardness maps. 
The potential of the framework in predicting the failure of welded com-

ponents is addressed in Section 4, where the behavior of an X52 hydro-

gen transport pipeline is evaluated under different scenarios. Finally, the 
manuscript ends with a summary and concluding remarks in Section 5.

2. Modeling framework

This section describes the modeling framework, which consists of 
two stages, as illustrated in Fig. 1. The first stage of the framework, 
described in Section 2.1, involves the use of a thermal-metallurgical-

mechanical model to simulate the welding process. First, the metallur-

gical model, governing solid-state phase transformations (SSPT), is out-

lined. Next, the integration into the heat transfer finite element model 
is described. Finally, the calculation of associated residual stresses is ex-

plained. In stage 2 of the simulation framework, an elastoplastic phase 
field model is used to simulate deformation and failure of the pipeline 
subjected to internal (hydrogen) pressure, as described in Section 2.2. 
This model uses results from the first stage of the framework as initial 
conditions.
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2.1. Welding process model

A weld geometry can commonly be divided into three regions, as 
schematically shown in Fig. 1. The base metal (BM) refers to the orig-

inal pipeline material unaffected by thermal cycles associated with the 
welding process. In the submerged arc welding process considered in 
this study, weld beads, consisting of a filler material, are deposited to 
join the base metal on both sides of the weld. This region with filler ma-

terial is referred to as weld metal (WM) and is typically characterized by 
a microstructure with large columnar grains that grow from the fusion 
line to the centerline of the weld bead, driven by the high temperature 
gradient. The heat affected zone (HAZ) refers to the small regions adja-

cent to the WM, where the original pipeline material is heated to such 
an extent that microstructural changes, such as phase transformation or 
recrystallization, occur. For more details on various welding processes 
and the resulting microstructures, the reader is referred to relevant lit-
erature [28].

The model described in this section aims to predict the phase trans-

formations and accompanying residual stresses in the WM and HAZ. The 
model predicts the microstructure at the macroscopic scale. This means 
that each continuum material point is assumed to have an underlying 
microstructure that can consist of multiple phases, which are described 
in terms of phase fractions. These phase fractions directly affect local 
material properties and stress responses. Other microstructural features, 
such as grain morphology, are not taken into account.

2.1.1. Metallurgical model

The solid-state phase transformations of steel involve many complex 
processes. On the level of the microstructure, multi-phase-field methods 
have proven to be a powerful tool for simulating microstructure evo-

lution during phase transformations of steels [29–32]. However, such 
simulations are not computationally tractable on the scale of full welds. 
Therefore, semi-empirical models are commonly adopted to describe the 
transformation kinetics at the macroscale.

When carbon steels are heated to a sufficiently high temperature, 
their microstructure transforms into austenite. Upon subsequent cool-

ing, austenite can decompose into ferrite, pearlite, bainite, or marten-

site, depending on the cooling rate and alloying element content [33]. 
This decomposition can be categorized into two types. The first three 
transformations are considered diffusive, while the last one is displacive. 
Diffusive transformations are characterized by sufficiently slow cooling 
rates, allowing atoms to diffuse and re-order. In displacive transforma-

tions, the cooling rate is so fast that atoms do not have time to re-order. 
In this case, the transformation is accompanied by a shear deformation 
of the crystal lattice.

The slow cooling during the fabrication of steel pipelines typically 
results in a mixed microstructure of ferrite and pearlite [34,35]. Dur-

ing the welding process, the high temperatures in and close to the WM 
result in a fully austenitic microstructure in these regions. Due to the 
relatively fast cooling rates after the welding process, this austenite can 
transform into harder phases like bainite or martensite [28,35,36]. In 
the HAZ, peak temperatures during the welding process are lower than 
in the WM, resulting in only partial re-austenitization of the original mi-

crostructure. Consequently, the HAZ commonly consists of a mixture of 
softer phases and harder phases. Additionally, heat accumulation result-

ing from multiple thermal cycles can lead to more heterogeneous and 
defective HAZ microstructures [37,38].

The models describing the diffusive decomposition of austenite 
into ferrite, pearlite, or bainite can be broadly subdivided into two 
categories, namely, Kirkaldy type models [27,39] and Johnson-Mehl-

Avrami-Kolmogorov type (JAMK) models [40–43]. JMAK models re-

quire extensive fitting of experimental data [44–46], whereas empirical 
relations are available for most parameters of Kirkaldy models. Here, 
we adopt the Kirkaldy-type model of Li et al. [27]. The suitability of 
Li’s model to predict phase transformations and accompanying residual 

stresses during welding simulations or continuous cooling transforma-

tion (CCT) diagrams has been validated by several studies [19–22,47].

The general form of the Kirkaldy model for isothermal transforma-

tions is given by

𝜏(𝑋,𝑇 ) = 𝐹 (C,Mn,Si,Ni,Cr,Mo,G)
Δ𝑇 𝑛 exp(−𝑄∕(𝑅𝑇 )) 

𝑆(𝑋). (1)

Here, 𝜏 is the time it takes for a transformation to reach a phase frac-

tion 𝑋 at temperature 𝑇 , Δ𝑇 is the undercooling temperature, 𝑄 is the 
activation energy, 𝑅 is the universal gas constant, 𝐹 is a function of the 
chemical composition and the ASTM prior austenite grain size number 
𝐺, and 𝑆 is a sigmoidal function. Li et al. [27] fitted this equation to 
data from the literature for ferrite, pearlite, and bainite, resulting in

𝜏𝑓 (𝑋,𝑇 ) =
𝐹𝑓

20.41𝐺(𝐴𝑒3 − 𝑇 )3 exp(−13840∕𝑇 )
𝑆(𝑋), (2)

𝜏𝑝(𝑋,𝑇 ) =
𝐹𝑝

20.32𝐺(𝐴𝑒1 − 𝑇 )3 exp(−13840∕𝑇 )
𝑆(𝑋), (3)

and

𝜏𝑏(𝑋,𝑇 ) =
𝐹𝑏

20.29𝐺(𝐵𝑠 − 𝑇 )2 exp(−13840∕𝑇 )
𝑆(𝑋), (4)

with 𝐴𝑒3, 𝐴𝑒1, and 𝐵𝑠 being, respectively, the ferrite, pearlite, and bai-

nite transformation start temperatures. The compositional constants are 
given by

𝐹𝑓 = exp(1 + 6.31C+ 1.78Mn+ 0.31Si+ 1.12Ni+ 2.70Cr+ 4.06Mo), (5)

𝐹𝑝 = exp(−4.25+4.12C+4.36Mn+0.44Si+1.71Ni+3.33Cr+5.19
√

Mo),

(6)

𝐹𝑏 = exp(−10.23 + 10.18C+ 0.85Mn+ 0.55Ni+ 0.90Cr+ 0.36Mo), (7)

where the alloying elements are defined in wt.%. Finally, the sigmoidal 
function describing the behavior of the transformation over time is de-

fined as

𝑆(𝑋) =

𝑋

∫
0 

1 
𝑋0.4(1−𝑋)(1 −𝑋)0.4𝑋

𝑑𝑋. (8)

Eqs. (2) to (4) give the isothermal transformation times within the 
temperature range for which a particular phase transformation is active, 
and can directly be used to plot the time-temperature transformation 
(TTT) diagram, as shown in Fig. 2a. Here the solid lines denote the times 
at which 1% of that phase has formed, while the dashed lines represent 
the times at which 99% of the phase has formed. To obtain phase frac-

tions for a non-isothermal temperature path, the additivity rule can be 
used [48]. A final phase fraction can then be obtained by

𝑋 =

𝜏∗

∫
0 

𝑑𝑋

𝑑𝑡 
𝑑𝑡. (9)

The general form of the phase fraction rates, derived from Eq. (1), is
𝑑𝑋

𝑑𝑡 
=

Δ𝑇 𝑛 exp(−𝑄∕(𝑅𝑇 ))
𝐹

𝑋0.4(1−𝑋)(1 −𝑋)0.4𝑋. (10)

It should be noted that when the initial phase fraction is 0, no 
transformation takes place according to Eq. (10). Therefore, following 
Hamelin et al. [20], a nucleation phase is introduced. When a phase has 
a fraction of 0, it will be nucleated at time 𝑡𝑛 with a fraction of 0.01 
when the following equation is satisfied:

𝑡𝑛

∫
0 

1 
𝜏(0.01, 𝑇 )

𝑑𝑡 = 1. (11)

With Eqs. (9) and (11), any cooling path can be simulated. By cal-

culating the austenite decomposition for different, but constant cooling 
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Fig. 2. Phase transformation behavior of the implemented model. (a) Time-temperature-transformation diagram obtained by Eqs. (2) to (4). (b) Continuous cooling 
transformation diagram obtained by making use of the additivity rule.

rates, continuous cooling transformation (CCT) diagrams can be con-

structed. An example is depicted in Fig. 2b, where the temperature paths 
of different cooling rates are shown. For each path, the colored parts in-

dicate the times at which a certain transformation is active.

The maximum attainable ferrite and pearlite fractions are limited by 
thermodynamic constraints. Following Bok et al. [19], the constrained 
ferrite and pearlite fractions are calculated through

𝑋true
𝑓

=𝑋𝑓𝑋
eq

𝑓
(12)

and

𝑋true
𝑝

=𝑋𝑝

(
1 −𝑋

eq

𝑓

)
, (13)

where 𝑋eq

𝑓
is the equilibrium ferrite phase fraction.

In carbon steels, the martensite transformation is instantaneous, i.e. 
it is time-independent and only depends on the temperature. This trans-

formation is commonly described by the Koistenen-Marburger equation 
[49]. However, since no martensite formation is observed in any of the 
results presented in this paper, i.e. all the austenite has decomposed 
into other phases before the martensite transformation temperature is 
reached, the details will not be described here.

Since the material in the HAZ goes through multiple thermal cycles, 
the formation of austenite upon heating also needs to be described by 
the model. The kinetic equation introduced by Leblond and Devaux [50] 
is employed here. It is given as

𝑑𝑋𝑎

𝑑𝑡 
=
𝑋

eq
𝑎 −𝑋𝑎

𝜏𝐿𝐷
, (14)

where 𝑋eq
𝑎 is the equilibrium fraction and 𝜏𝐿𝐷 is the characteristic trans-

formation time. Following Sun et al. [21], 𝑋eq
𝑎 increases linearly from 

0 to 1 between temperatures 𝐴𝑒1 and 𝐴𝑒3, while 𝜏𝐿𝐷 decreases linearly 
from 1 to 0.05.

The diffusive phase transformations of Eqs. (2) to (4) are dependent 
on the prior austenite grain (PAG) size number 𝐺. Since this PAG size 
can vary significantly throughout the HAZ and the weld zone, austenite 
grain growth is accounted for in the model. Here, the model by Pous-

Romero et al. [51] is adopted. The evolution of the average austenite 
grain diameter, 𝐷, is described as

𝑑𝐷

𝑑𝑡 
=𝐴 exp

(
−𝑄
𝑅𝑇

)(
1 
𝐷

− 1 
𝐷lim

)
, (15)

where 𝑄 is the activation energy, 𝐴 is a material parameter and 𝐷lim

is the maximum grain diameter. This limit on grain diameter represents 
the effect of precipitation, which limits grain growth. An activation en-

ergy of 𝑄 = 190 kJ is adopted [51].

When the austenite formation starts, the austenite grain size is set to 
an initial grain size 𝐷0, after which it evolves during the heating stage 
according to Eq. (15). The conversion from grain diameter, 𝐷, to ASTM 
grain size number, 𝐺, is given by [52]

𝐺 = 2 log2 (254∕𝐷) + 1.0. (16)

2.1.2. Thermal model

The heat transfer during the welding process is described by

𝑐(𝑇 ,𝑋𝑖)𝜌(𝑇 ,𝑋𝑖)
𝑑𝑇

𝑑𝑡 
= −∇ ⋅ 𝐪, (17)

with specific heat 𝑐, density 𝜌 and heat flux

𝐪 = −𝑘(𝑇 ,𝑋𝑖)∇𝑇 , (18)

with thermal conductivity 𝑘. The material properties 𝑐, 𝜌, and 𝑘 are both 
temperature and phase-dependent. A linear rule-of-mixtures is used to 
determine the properties of a multi-phase microstructure. For example, 
the conductivity is calculated by

𝑐(𝑇 ,𝑋𝑖) =
∑

𝑖=𝑓,𝑝,𝑏,𝑚,𝑎
𝑋𝑖𝑐𝑖(𝑇 ). (19)

Convective and radiative boundary conditions are used to simulate 
the heat loss to the surroundings:

𝐪 ⋅ 𝐧 = 𝑞𝑐 + 𝑞ℎ on Γ𝑞, (20)

where 𝐧 is the surface normal. Here, 𝑞𝑐 is the convective heat flux is 
given by

𝑞𝑐 = ℎ𝑐
(
𝑇 − 𝑇0

)
, (21)

with ℎ𝑐 being the convective heat transfer coefficient and 𝑇0 being the 
ambient temperature. The radiative heat flux is given by

𝑞𝑟 = 𝜖𝜎
(
(𝑇 − 𝑇𝑍 )4 − (𝑇0 − 𝑇𝑍 )4

)
, (22)

where 𝜖 is the emissivity of the surface, 𝜎 is the Stefan-Boltzmann con-

stant, and 𝑇𝑍 is the absolute zero temperature.

2.1.3. Residual stress calculation

Constrained thermal expansions and contractions, along with phase 
transformation strains occurring during the welding process lead to 
residual stresses in the pipeline. To model the mechanical deformation, 
a small strain formulation is employed in which the strain of the ma-

terial is additively decomposed into thermal (𝑡ℎ), phase transformation 
(𝑡𝑟), elastic (𝑒), plastic (𝑝), and transformation-induced plasticity (𝑡𝑝) 
strains:
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Fig. 3. Phase transformation behavior upon cooling down from the fully austenitic phase. (a) Volumetric strain due to thermal expansion and phase transformations 
for thermal cycles with different cooling rates. (b) Evolution of the phase fractions upon cooling with a cooling rate of -3 ◦C/s.

𝜺 = 𝜺
𝑡ℎ + 𝜺

𝑡𝑟 + 𝜺
𝑒 + 𝜺

𝑝 + 𝜺
𝑡𝑝. (23)

Elastic deformations are related to the stress state via linear isotropic 
elasticity:

𝝈 = 𝜅𝜀𝑒
vol

𝑰 + 2𝐺𝜺𝑒
dev

, (24)

where 𝜀□
vol

= trace(𝜺□) and 𝜺□
dev

= 𝜺
□ − 1

3𝜀
□
vol

𝑰 denote, respectively, 
the volumetric and deviatoric components of a strain tensor, 𝜅 is the 
bulk modulus, and 𝐺 is the shear modulus. The stress state must satisfy 
Cauchy’s momentum balance:

∇ ⋅ 𝝈 = 𝟎. (25)

Besides conventional thermal expansion, phase transformations lead 
to additional volumetric expansion or shrinkage. Following the model 
by Jablonka et al. [53], the combined thermal and phase transformation 
strains are calculated based on the density of the material:

𝜺
𝑡ℎ + 𝜺

𝑡𝑟 =
(

3

√
𝜌ref

𝜌(𝑇 ,𝑋𝑖)
− 1

)
𝑰 . (26)

Here, 𝜌(𝑇 ,𝑋𝑖) is the density of the steel, calculated via the linear rule 
of mixtures (Eq. (19)), and 𝜌ref is the initial reference density. Fig. 3a 
shows the total volumetric expansion during thermal cycles with dif-

ferent cooling rates. For each rate, phase transformations take place 
at varying temperatures. This leads to different volumetric expansion 
curves. For example, the evolution of the phase fractions during the 
cooling stage with a rate of -3 ◦C/s is shown in Fig. 3b.

In addition to volumetric strains, phase transformations can intro-

duce additional deviatoric plastic strains. These so-called transformation-

induced plastic (TRIP) strains can occur at stress levels lower than the 
macroscopic yield stress. Two mechanisms are commonly identified, 
namely, the Greenwood and Johnson mechanism [54] and the Magee 
and Paxton mechanism [55]. In the former, the dilation of the material 
due to phase transformations causes additional stresses that can cause 
plastic deformation. In the latter, an applied stress promotes martensite 
to form in a preferred crystallographic direction, resulting in a non-

zero deviatoric eigenstrain. On a macroscopic scale, the Greenwood and 
Johnson mechanism is usually considered dominant and is accounted 
for through the empirical relation [56]:

�̇�
𝑡𝑝 =

∑
𝑖=𝑓,𝑝,𝑏,𝑚

3𝐾𝑎→𝑖

(
1 −𝑋𝑖

)⟨
�̇�𝑖

⟩
𝝈dev, (27)

where 𝝈dev = 𝝈 − 1
3 trace(𝝈)𝐈 is the deviatoric part of the stress tensor, ⟨□⟩ denote Macaulay brackets, and 𝐾𝑎→𝑖 are the TRIP parameters.

Isotropic von Mises plasticity with power law hardening is used. The 
plastic flow relation is given by

�̇�
𝑝 = �̇�𝑝

eq

𝜕𝑓

𝜕𝝈
, (28)

with yield surface

𝑓 = 𝜎eq − 𝜎𝑦0

(
1 +

𝐸(𝜀𝑝eq + 𝜀
𝑡𝑝
eq)

𝜎𝑦0

)𝑛

, (29)

subjected to the Kuhn-Tucker constraint conditions

�̇�𝑝
eq

≥ 0, 𝑓 ≤ 0, �̇�𝑝
eq
𝑓 = 0, (30)

where 𝜀
□
eq =

√
2
3𝜺

□
dev

∶ 𝜺□
dev

denotes an equivalent strain, 𝜎eq = √
3
2𝝈dev ∶ 𝝈dev is the equivalent von Mises stress, 𝜎𝑦0 is the initial yield 

strength, and 𝑛 is the hardening exponent. Note that the hardening of 
a material is governed by the total plastic deformation, which includes 
the TRIP strain.

When metals and alloys reach high temperatures the thermal energy 
can reduce welding residual stress values. To capture this annealing 
effect, the accumulated plastic strain, 𝜀𝑝eq, is reset to 0 for high tem-

peratures [57,58]. This eliminates the strain hardening history of the 
material. Following the recommendation of Muránsky et al. [58] for 
isotropic plasticity, a single annealing temperature, 𝑇 𝑎 , that is close to 
the melting temperature of the steel is adopted.

2.1.4. Weld model parameters

Key parameters of the transformation models described in Sec-

tion 2.1.1 are the transformation temperatures 𝐴𝑒1, 𝐴𝑒3, 𝐵𝑠, and 𝑀𝑠. 
These can be estimated using empirical formulae based on steel compo-

sition, as reported in literature [59,60]. Alternatively, thermodynamic 
software can be used to obtain these temperatures [61]. In the current 
study, the latter approach is used. Thermodynamic software can also 
be employed to obtain temperature-dependent properties of individual 
phases. For the heat transfer part of the simulation, the required prop-

erties are the density 𝜌, thermal conductivity 𝑘, and specific heat 𝑐. As 
previously explained, properties in multi-phase regions are computed by 
averaging the individual phases, in accordance with Eq. (19). In terms of 
the mechanical part of the simulation, relevant properties are the phase 
and temperature-dependent bulk moduli (𝜅), shear moduli (𝐺), initial 
yield stresses (𝜎𝑦0), and TRIP parameters (𝐾𝑎→𝑖).

2.2. Fracture model for hydrogen embrittlement

The coupled deformation-diffusion-fracture phase field model for 
elastic-plastic solids exposed to hydrogen-containing environments is 
presented here.
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2.2.1. Elastoplastic phase field fracture

Phase field fracture modeling is used to describe the evolution of 
cracks, as it has shown to be physically sound, based on the thermo-

dynamics of fracture [62,63], proven to be capable of blindly predict-

ing experiments [64,65], computationally robust, exhibiting no conver-

gence issues [66,67] and capturing very complex cracking phenomena 
[24,68]. Moreover, of critical importance here, the material toughness 
𝐺𝑐 is defined at the integration point level and therefore can be made 
phase- and hydrogen concentration-dependent.

The present phase field fracture implementation follows largely the 
variationally-consistent elastic-plastic phase field fracture model pre-

sented in Refs. [26,69]. In the phase field fracture paradigm, an order 
parameter, 𝜙, is used to regularize discrete cracks. A value of 𝜙 = 1
represents fully damaged material, while a value of 𝜙 = 0 represents 
fully intact material. Upon adopting a suitable energy density functional, 
a smooth transition between intact and damaged regions is obtained. 
Here, the following energy functional of the material, defined over do-

main Ω, is used

Ψ= ∫
Ω 

𝜓 + 𝛾(𝜙)𝐺𝑐(𝐶) 𝑑Ω, (31)

in which 𝜓 is the strain energy density, 𝐺𝑐 is the critical energy release 
rate which depends on the local hydrogen concentration 𝐶 , and 𝛾 is the 
crack regularization function given by [62]

𝛾 = 1 
2𝓁

(
𝜙2 + 𝓁2|∇𝜙|2) , (32)

with 𝓁 being a length scale parameter governing the width of the frac-

ture process zone.

The strain energy density, 𝜓 , is decomposed into elastic and plas-

tic contributions. Since only tensile elastic deformations are presumed 
to contribute to damage, the elastic strain energy density is further di-

vided into damaging and non-damaging parts. The final expression of 
the strain energy density is given by

𝜓 = 𝑔(𝜙)𝜓𝑒+ +𝜓𝑒− + 𝑔𝑝(𝜙)𝜓𝑝, (33)

where the + and − superscripts denote, respectively, the damaging and 
non-damaging parts and 𝑔 denotes the elastic degradation function. Fur-

thermore, this formulation follows the approach by Borden et al. [68], 
in which the plastic energy density function and yield surface are de-

graded by the plastic degradation function 𝑔𝑝.
A hydrostatic-deviatoric strain split is applied, yielding [70]

𝜓𝑒+ = 𝜅

2 
⟨
𝜀𝑒

vol

⟩2 +𝐺𝜺𝑒
dev

∶ 𝜺𝑒
dev

(34)

and

𝜓𝑒− = 𝜅

2 
⟨
−𝜀𝑒

vol

⟩2
. (35)

The same power law hardening plasticity model, given by Eqs. (28) 
to (30), is adopted. Consequently, the plastic strain energy density can 
be expressed as

𝜓𝑝 =
𝜎2
𝑦0

𝐸(𝑛+ 1)

(
1 +

𝐸(𝜀𝑝eq + 𝜀
𝑡𝑝
eq)

𝜎𝑦0

)𝑛+1

−
𝜎2
𝑦0

𝐸(𝑛+ 1)
. (36)

Note that the equivalent TRIP strain 𝜀𝑡𝑝eq does not evolve during the frac-

ture simulation stage of the model. Its value is set based on the results 
from the welding process stage.

Quadratic degradation functions are adopted here to degrade the 
damaging elastic and plastic parts of the strain energy density, given by

𝑔(𝜙) = (1 − 𝜙)2 (37)

and, following [26],

𝑔𝑝(𝜙) = 𝛽𝑔 − 𝛽 + 1. (38)

Here, 𝛽 represents a parameter that determines the fraction of plastic 
work contributing to damage. The remaining plastic work is assumed to 
be dissipated as heat. Based on the work by Taylor and Quinney [71], 
and following Mandal et al. [26], 𝛽 is taken as 0.1.

Variational minimization of functional Ψ (Eq. (31)) and substituting 
Eqs. (32) to (38) yields the following local balance equations

∇ ⋅ 𝝈 = 𝟎, (39)

and

𝐺𝑐

𝓁

(
𝜙− 𝓁2∇2𝜙

)
= − 𝑑𝑔

𝑑𝜙
( + 𝛽𝜓𝑝), (40)

with

𝝈 = 𝑔(𝜙)𝜅
⟨
𝜀𝑒

vol

⟩
− 𝜅

⟨
−𝜀𝑒

vol

⟩
+ 2𝑔(𝜙)𝐺𝜺𝑒

dev
. (41)

Replacing 𝜓𝑒+ in the derivation of Eq. (40), a history crack driving en-

ergy, , is introduced to enforce damage irreversibility:

 = max 
𝜏∈[0,𝑡]

(𝜓𝑒+). (42)

Finally, the degraded yield surface related to the degraded plastic strain 
energy density is given by

𝑓 = 𝜎eq − 𝑔𝑝(𝜙)𝜎𝑦0

(
1 +

𝐸(𝜀𝑝eq + 𝜀
𝑡𝑝
eq)

𝜎𝑦0

)𝑛

. (43)

2.2.2. Hydrogen diffusion

The transport of hydrogen through the material is described by us-

ing the diffusible hydrogen concentration, 𝐶 , as variable. The diffusion 
process is modeled through Fick’s law:

𝜕𝐶

𝜕𝑡 
= −∇𝐉, (44)

with the hydrogen flux given by

𝐉 = −𝐷∇𝐶 + 𝐷𝐶

𝑅𝑇
𝑉ℎ∇𝜎ℎ, (45)

where 𝐷 is the apparent diffusivity coefficient, 𝑉ℎ is the partial mo-

lar volume of hydrogen, and 𝜎ℎ = 1
3 trace(𝝈) is the hydrostatic stress. 

Here, we do not explicitly model hydrogen trapping, the sequestra-

tion of hydrogen atoms at microstructural defects [72], but its effect is 
accounted for through the apparent diffusivity constant 𝐷. Models ex-

plicitly accounting for different trapping sites, such as the one described 
by Isfandbod and Martínez-Pañeda [73], can be employed in the future 
to refine the current simulation framework.

The local hydrogen concentration is assumed to degrade the local 
critical energy release rate [74]. Following Mandal et al. [26], a phe-

nomenological degradation law is used, given by

𝐺𝑐(𝐶) = 𝑓 (𝐶)𝐺𝑐0 =
[
𝑓min +

(
1 − 𝑓min

)
exp(−𝑞1𝐶𝑞2)

]
𝐺𝑐0. (46)

2.2.3. Microstructure-based properties

In the fracture simulation stage, the material properties are defined 
based on the phase fraction fields resulting from the welding stage of 
the framework. Yield strengths for each phase are obtained from the 
thermodynamic software. Additionally, the bainite phase uses a lower 
hardening exponent, 𝑛, and a lower hydrogen diffusivity coefficient, 𝐷0 , 
relative to the ferrite and pearlite phases.

Reliable phase-specific parameters for the phase field fracture model 
are essential for realistic fracture predictions. However, these are not 
readily available in thermodynamic software and obtaining fracture 
toughness data for individual constituents experimentally is challeng-

ing. Therefore, they are calibrated on crack growth resistance (J-R) 
curves of pipeline steels. Fracture resistance curves are available, in air 
and in H2 environments, for base metal samples of pipeline steel grades 
that contain distinct microstructures (pearlite, ferrite, bainite), allowing 
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Fig. 4. Fracture toughness data and model fits. (a) J-R curves fitted on experimental data of X52 and X100 grades [10,78] (b) Hydrogen degradation law fitted on 
experimental data of X52 and X100 grades [10,75].

us to define 𝐺𝑐 , and its dependence with hydrogen, as a function of the 
phase fraction.

The determination of fracture properties of individual phases in an 
X52 pipeline is demonstrated here, as this material is used in the defect 
analysis presented in Section 4. First, fracture toughness data of the X52 
base material, obtained by compact tension (CT) tests by Ronevich et al. 
[10] and San Marchi et al. [75], are considered. The critical energy re-

lease rate in air, 𝐺𝑐0, and the length scale parameter, 𝓁, were calibrated 
on the J-R curve, as shown in Fig. 4a. The numerical J-R curves were 
obtained using a boundary layer model in combination with Williams 
crack tip field solutions [76]. 𝐺𝑐0 determines the onset of a numerical 
J-R curve, while 𝓁 affects the slope, through its relation to the fracture 
strength [77]. Fig. 4b shows the fitted hydrogen degradation function 
of Eq. (46) against the fracture toughness data. Since the microstructure 
of the X52 base material consists of ferrite and pearlite, the fracture pa-

rameters calibrated on the X52 data are used for both the ferrite and the 
pearlite phases. The fracture resistance of the bainite phase is charac-

terized following the experiments by Ronevich et al. [10,78] on X100 
pipeline steel, as the microstructure of this steel primarily consists of 
bainite. Fig. 4 shows the data and model fits for the X100 pipeline steel.

The fitted fracture model parameters for both steels are provided 
in Table 1. It should be noted that the initial critical energy release 
rate of the model, 𝐺𝑐0, corresponds to the onset of the J-R curves of 
Fig. 4a. However, fracture toughness measurements, including the data 
of Fig. 4b, commonly report the 0.2 mm crack offset value, 𝐽𝐼𝑐 , in ac-

cordance with standards [79]. The 0.2 mm offset lines are depicted as 
dotted lines in Fig. 4a, with 𝐽𝐼𝑐 defined as the intersection between the 
J-R curve and this offset line. Therefore, 𝐺𝑐0 does not directly corre-

spond to the 𝐽𝐼𝑐 . For example, the fitted 𝐺𝑐0 value for X100 is higher 
than that of X52. However, the J-R curve of X100 already falls below 
that of X52 for minimal crack extension values. This illustrates that the 
elastoplastic fracture behavior is influenced by multiple material proper-

ties, such as yield stress. It is also worth noting that the current fracture 
model calibration, which uses the properties of an X100 base metal 
with a bainitic microstructure to represent the bainite formed during 
the welding process of an X52 pipeline, is somewhat limited. The X100 
steel has most likely undergone several postprocessing steps to improve 
its properties. Therefore, it is expected that the bainite formed in during 
the welding process has worse fracture properties. This highlights the 
importance of experimental efforts in characterizing fracture properties 
of specific HAZ and WM microstructures.

A rule-of-mixtures, similar to Eq. (19), is applied to all fracture prop-

erties when multiple phases are present. This includes the parameters 
for the hydrogen degradation function. An example is shown in Fig. 4b, 
where the toughness degradation for a microstructure with 50% ferrite 
and 50% bainite is plotted. This approach, which allows for different 
degradation behaviors based on microstructural composition, provides 

a valuable means of capturing heterogeneity in the weld region under 
different hydrogen environments.

2.2.4. Boundary conditions for pipelines subjected to internal pressure

To simulate internal pressure inside the pipeline, a radial displace-

ment, 𝑢∗
𝑟
, is applied to the inner surface of the pipe. This displacement is 

related to the target pressure, 𝑝, through the linear elastic relationship 
for thin-walled cylinders, given by

𝑢∗
𝑟
= 𝑝𝑅2

𝑏𝐸

(
1 − 𝑣

2 

)
, (47)

where 𝑏 is the pipeline wall thickness, 𝑅 is the inner radius, 𝐸 is Young’s 
modulus, and 𝜈 is Poisson’s ratio. It should be noted that the above 
relation becomes less accurate close to the failure point of the pipeline, 
where plastic deformations begin to play a role. Therefore, the failure 
pressure of a pipeline is calculated based on the circumferential (hoop) 
stress, 𝜎𝜃𝜃 , at a point in the center of the pipeline wall, far away from 
the weld, i.e. 𝑝 = 𝜎𝜃𝜃𝑏∕𝑅.

When the pipeline is pressurized with hydrogen, Sievert’s law is 
used to prescribe the hydrogen concentration at the inner surface of 
the pipeline as a function of the target pressure:

𝐶∗
inner

= 𝑆
√
𝑝, (48)

with the hydrogen solubility in steel taken as 𝑆 = 0.077 wppm MPa−0.5

[80]. The outer surface of the pipeline, assumed to be free from hydro-

gen exposure, is prescribed a zero hydrogen concentration, i.e. 𝐶∗
outer

=
0.

In the simulations presented in this paper, the target pressure is 
slowly increased over a timespan of several months. This gives the 
hydrogen sufficient time to diffuse through the pipeline and reach a 
steady-state condition. This is a realistic approach for the application 
at hand, as steady-state conditions are reached in a few days on steel 
pipelines and these are expected to be in service for decades.

2.3. Finite element implementation

The simulation framework is implemented in the finite element pro-

gram ABAQUS. For stage 1, a sequentially-coupled thermal-mechanical 
analysis is used. The coupled thermal-metallurgical model was im-

plemented via a UMATHT user-subroutine. User-subroutines UEXTER-

NALDB and USDFLD are used for data initialization and communication. 
Each integration point is assumed to have an underlying microstructure; 
the phase transformations of this microstucture are based on the thermal 
cycle that the integration point experiences. The model implementation 
at integration point level is depicted in the schematic diagram shown in 
Fig. 5. All rate equations are integrated implicitly using the backward 
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Table 1
Model parameters for the material behavior of X52 and X100 grades of Fig. 4.

Grade 𝜎𝑦0 [MPa] 𝑛 [-] 𝐺𝑐0 [kJ/m2] 𝓁 [mm] 𝑓min [-] 𝑞1 [-] 𝑞2 [-] 
X52 416 0.1 60 0.46 0.26 25 2 
X100 820 0.05 80 0.35 0.10 20 1 

Fig. 5. Outline of the implementation of the coupled metallurgical-thermal model at integration point level. 

Euler method. Note that there is a two-way coupling between the tem-

perature and phase transformations since phase transformations affect 
the material properties. The mechanical model, calculating the residual 
stresses, was implemented in a UMAT user-subroutine, where the tem-

perature and phase fractions from the thermal-metallurgical analysis are 
transferred via predefined fields. The elastoplastic phase field fracture 
model coupled to hydrogen diffusion of stage 2 was implemented via 
a UEL user-subroutine. The developed codes are freely provided to the 
community and can be downloaded from https://mechmat.web.ox.ac.

uk/codes.1

In the current study, the framework is applied to weld geometries 
that can be simplified to 2D. To analyze more complex weld geometries, 
full 3D pipeline geometries should be used. The implementation of the 
presented framework in 3D is straightforward but out of the scope of 
the current study.

3. Weld process model demonstration and validation

3.1. Pipeline geometry and welding cycles

The outputs of the welding process model are validated against ex-

perimental data for seam welds, manufactured with a double submerged 
arc welding process, on modern and vintage X60 pipeline steels. Here, 
vintage refers to pipelines that have been in place before the 1970s. 
Macrographs and microhardness maps are available for both welds. The 
compositions of the steels are presented in Table 2. The most signifi-

cant difference between the two grades is the carbon content, which is 
notably lower in the modern grade. Consequently, the modern grade 
also has a significantly lower carbon equivalent (CE), which indicates a 
reduced tendency to form hard phases upon cooling.

1 Code to be uploaded shortly after acceptance of the paper.

Table 2
Composition of the X60 vintage and modern steels. Only the 
alloying elements where wt% > 0.1 are listed. The carbon 
equivalent (CE) is calculated following the International In-

stitute of Welding (IIW) equation.

Grade C [wt%] Si [wt%] Mn [wt%] CEIIW

X60 vintage 0.176 0.217 1.37 0.42 
X60 modern 0.071 0.233 1.25 0.29 

The weld geometries in the models are based on the macrographs. 
A similar approach as described by Mandal et al. [26] and Bensari et 
al. [81] was used to simulate the welding process. First, the weld beads 
were removed from the model. Next, the temperature along the fusion 
lines of the first weld bead was gradually increased to 1500 ◦C over a 
period of 3 seconds. Fig. 6a displays the temperature distribution and 
ferrite, pearlite, bainite, and austenite phase fractions at the end of this 
step for the X60 vintage pipeline weld. It can be seen that the microstruc-

ture of the base material, originally consisting of ferrite and pearlite, 
transforms to austenite near the fusion line. Next, the weld bead was in-

serted with an initial temperature of 1500 ◦C, as shown in Fig. 6b. The 
final step of a weld pass is a cooldown period of 120 seconds. Fig. 6c 
shows that, by the end of this period, a bainitic microstructure was pre-

dicted in the WM, while the HAZ microstructure consisted of ferrite and 
bainite.

The above steps were repeated for the second weld pass, as shown 
in Figs. 6d to 6f. The final microstructure in the WM consists of bainite, 
while the HAZ microstructure has a mixture of ferrite and bainite. In the 
HAZ adjacent to the first weld bead, the bainite fraction is higher than 
that of ferrite. The HAZ adjacent to the second weld bead has a slightly 
lower bainite fraction compared to the HAZ adjacent to the first weld 
bead. Furthermore, during the second weld pass, a region of the first 
weld bead was reheated above the austenitization temperature, result-
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Fig. 6. Temperature profile and phase fraction fields during different stages of a welding process simulation. (a) A torch is applied to the fusion line of the first weld 
bead, of which the temperature is gradually increased to 1500 ◦C over a period of 3 seconds. (b) The first welding bead is inserted at a temperature of 1500 ◦C. (c) 
A cooldown period of 120 seconds reduces the temperature in the weld. (d,e,f) The same process is repeated for the second weld bead.

ing in a ferrite-bainite microstructure in this region as well. The duration 
of the torch application periods and intermediate cooldown period were 
chosen as per the experimental data. The final cooldown period was sig-

nificantly longer so that the entire pipeline had an uniform temperature 
close to 20 ◦C.

3.2. Hardness predictions

To validate the welding process model predictions, the phase fraction 
fields were converted into microhardness maps, which can be directly 
compared to experimentally obtained microhardness maps.

Maynier et al. [82] developed empirical relations to estimate the 
hardness of individual phases based on composition and cooling rate. 
These are given as

𝐻𝑓+𝑝 = 42 + 223C+ 53Si+ 30Mn+ 12.6Ni+ 7Cr+ 19Mo

+(10 − 19Si+ 4Ni+ 8Cr+ 130V) log10[CR700]
(49)

and

𝐻𝑏 = −323 + 185C+ 330Si+ 153Mn+ 65Ni+ 144Cr+ 191Mo

+(89 + 53C − 55Si− 22Mn− 10Ni− 20Cr− 33Mo) log10[CR700],
(50)

where CR700 represents the cooling rate at 700 ◦C in ◦C/hour. A linear 
rule of mixtures was used to predict the hardness of a microstructure 
containing multiple phases:

𝐻 = (𝑋𝑓 +𝑋𝑝)𝐻𝑓+𝑝 +𝑋𝑏𝐻𝑏. (51)

To demonstrate how the cooling rates affect the hardness, the hard-

ness values for different, but constant, cooling rates are denoted in the 
CCT diagram of Fig. 2b.

The predicted microhardness map for the X60 vintage pipeline steel, 
derived from the phase fractions of Fig. 6, is shown in Fig. 7a. Fig. 7b 
shows the experimentally obtained microhardness map for this weld. 
The simulation results show a good agreement with experimental data, 
with predicted hardness values closely matching the measured values. 
The weld metal is harder than the base material. In the experiment, the 
center of the top weld bead is slightly softer than the regions close to 
the fusion line, a feature also captured by the simulation.

The predicted and experimentally obtained microhardness maps for 
the X60 modern pipeline weld are shown in Figs. 7c and 7d, respectively. 
For this weld, the bottom bead was created in the first pass and the top 
bead in the second pass. Unfortunately, the composition of the filler 
material is not known. A slightly higher carbon content than the base 
material was assumed, which resulted in the best agreement between 
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Fig. 7. Comparison of microhardness map predictions with experiments. (a) shows the prediction for an X60 vintage pipeline steel, while (b) shows the measured 
microhardness map. (c) and (d) show, respectively, the predicted and experimental microhardness maps of an X60 modern pipeline steel.

prediction and experiment throughout the WM and HAZ. The HAZ zone 
of this weld is relatively soft. The bottom weld bead exhibits a similar 
hardness as the base material, while the regions close to the weld toes 
are harder. The top weld bead is harder than the bottom weld bead.

Overall, the HAZ and WM of the X60 modern grade are softer than 
the X60 vintage grade. This can be attributed to the lower carbon equiv-

alent of the modern steel. The strong agreement between simulation 
and experimental results for both welds confirms the validity of the 
implemented solid-state phase transformation models into the welding 
process framework.

3.3. Residual stress predictions

The accuracy of the residual stress predictions of the framework was 
validated on a 16-pass girth weld. These results are briefly discussed in 
Appendix A. This section presents an analysis of the effect of welding 
input parameters on residual stress profiles to further showcase the ca-

pabilities of the framework. For this purpose, the X60 modern pipeline 
weld, whose microhardness map was discussed in the previous section, 
is considered.

The yield stress (including hardening), equivalent von Mises stress, 
and residual circumferential stress at the end of the original simulation 
are respectively presented at Figs. 8a to 8c. The equivalent stress distri-

bution largely follows the yield stress profile, with values close to the 
yield stress throughout the entire weld. High residual tensile stresses 
are observed in the HAZ. The regions near the weld toes experience rel-

atively high compressive stresses. In the center of the WM, slightly lower 
tensile and compressive stresses are observed.

To demonstrate the possibilities of the welding process model, three 
additional simulations of the same weld, but under different welding 
conditions, were conducted. Figs. 8d to 8f show results of a simulation 
with a higher heat input, where the weld beads were inserted at a tem-

perature of 1800 ◦C. In this scenario, the yield stress of the weld metal is 
reduced compared to the original case. This reduction is attributed to a 
slightly lower bainite fraction resulting from a slower cooling rate. Due 
to the increased heat input, more heat has to dissipate from the weld, 
leading to this decrease in cooling rate. The residual stress in the HAZ is 
lower than in the original simulation, while the high compressive stress 
regions around the bottom weld toes have become smaller.

The results presented in Figs. 8g to 8i were obtained using a filler 
material with a carbon content of 0.25 wt%, compared to 0.15 wt% in 
the original simulation. The higher carbon results in increased harden-

ability of the material, which is reflected by the high yield stress in the 
WM. Consequently, the tensile stresses in the HAZ have increased. Fur-

thermore, the center of the WM now exhibits alternating high tensile 
and compressive stresses.

In the final case, shown in Figs. 8j to 8l, the order in which the 
weld beads are laid is reversed compared to the original simulation. 
The resulting yield stress in the WM is higher. This can be attributed 
to the difference in size between the two weld beads. The larger top 
weld bead introduced more heat when inserted. When this weld bead is 
inserted last (as in the original case), the cooling rate during the final 
pass is lower than when the smaller weld bead is laid last (as in the 
reversed case). As a result, the WM in the original case is softer than 
in the reversed case. The residual circumferential stress prediction in 
Fig. 8h shows a high tensile region in the center of the WM, which is 
not present in the other simulations.

The analysis presented in this section demonstrates that choices 
made during the welding process can influence the hardness and resid-

ual stresses within the welds and HAZ. Furthermore, it showcases the 
capabilities of the computational framework to explore different weld-

ing strategies.

4. Failure predictions of an X52 pipeline

In this section, we analyze the effect of defects located at various 
positions on the failure pressure of the pipeline. Specifically, we inves-

tigate a seam weld of an X52 pipeline manufactured in 1950 through a 
double submerged arc welding process, which was recently taken out of 
service. The pipeline has an outer diameter of 762 mm with a wall thick-

ness of 8.2 mm. An experimental analysis of this weld was presented in 
Ref. [34]. The experimentally obtained microhardness map, presented 
in Fig. 9a, reveals hard regions within the HAZs adjacent to the bottom 
weld beads. Such hard regions are commonly considered problematic 
for the structural integrity of the weld. It should be noted that this weld 
was manufactured using three passes; a traditional submerged arc weld 
that was likely repaired during original pipe fabrication with an addi-

tional weld pass.

After a mesh sensitivity study, the pipeline was discretized by 
156,512 quadratic quadrilateral elements, resulting in 174,266 nodes. 
An element size of 0.06 mm was adopted in the weld so that there are 
at least five elements within the phase field length scale [63]. Far away 
from the weld, a much coarser element size was used. Furthermore, a 
plane strain condition was assumed in the simulations.

4.1. Weld process

The results from the welding process stage of the modeling frame-

work are displayed in Figs. 9b to 9f. The predicted microhardness map 
of Fig. 9b shows reasonable agreement with the experimental map. The 
hard HAZ regions, which are our focus here, are slightly more pro-

nounced in the predictions. Fig. 9c reveals high bainite fractions in the 
hard HAZs, with the WM microstructure also containing a considerable 
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Fig. 8. The effect of different welding strategies on residual stresses. (a,d,g,j) Yield stress, (b,e,h,k) equivalent von Mises stress, and (c,f,i,l) residual circumferential 
stress for the (a,b,c) original simulation, (d,e,f) higher heat input, (g,h,i) weld filler material with higher carbon content, and (j,k,l) reversed order of the weld beads.

Fig. 9. Results of the welding process model during stage 1 of the framework. (a) Experimental microhardness map. (b-f) Results obtained from the welding process 
stage of the simulation framework, with (b) the microhardness map, (c) the bainite fraction, (d) the equivalent plastic strain, (e) the yield stress, and (f) the residual 
circumferential stress.

amount of bainite. Most plastic deformation, as shown in Fig. 9d, oc-

cured in the HAZs, leading to strain hardening in these regions. This 
strain hardening is reflected in the yield stress distribution in Fig. 9e. 
The residual circumferential stress distribution in Fig. 9f reveals high 
tensile stress regions near the left-bottom HAZ and the center of the 
WM. This high tensile stress is not present in the HAZ located on the 
right side of the weld.

4.2. Fracture toughness distribution

The fracture toughness distribution, including degradation effects 
due to hydrogen, was obtained based on phase fraction predictions 
from the weld process stage, as outlined in Section 2.2.3. The fracture 
toughness distribution in air is shown in Fig. 10a, displaying relatively 
uniform toughness across the weld and pipeline. This is attributed to 
the similar initial critical energy release rates of the X52 ferrite-pearlite 
microstructure and the X100 bainitic microstructure on which the bai-

nite phase fracture properties are based (see Section 2.2.3). However, it 
is worth noting that this figure shows the 𝐺0 distribution, which repre-

sents the onset of the J-R curves in Fig. 4a, and not the 0.2 mm offset 
fracture toughness 𝐽𝐼𝑐 , which would be lower in bainite compared to 
ferrite and pearlite.

Next, the pipeline was pressurized with hydrogen to 5 MPa. The 
boundary conditions were prescribed as outlined in Section 2.2.4. For 
illustration purposes, damage was not considered in this simulation. 
Fig. 10c shows the hydrogen concentration distribution in the weld. 
An approximately linear gradient from the applied hydrogen concentra-

tion at the inner surface to a zero hydrogen concentration at the outer 
surface can be observed. This shows that variations in the diffusivity co-

efficient, based on the phase fractions, do not play a significant role. Due 
to the slow loading rate, the hydrogen concentration of Fig. 10c reached 
a steady-state condition. It is expected that diffusivity variations can 
play a more significant role for faster loading rates. The fracture tough-

ness distribution associated with this hydrogen concentration field is 
displayed in Fig. 10b. It can be observed that the fracture toughness in 
the hard regions of the HAZ is significantly reduced, which can be at-

tributed to the more severe toughness degradation in the bainite phase.
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Fig. 10. Toughness distribution in the simulation for (a) zero hydrogen pressure (or any air pressure) and (b) a hydrogen pressure of 5 MPa. (c) The hydrogen 
concentration around the weld for a hydrogen pressure of 5 MPa.

4.3. Failure of the defect-free pipeline

In this section, we examine the effect of heterogeneity on the struc-

tural integrity of an initially defect-free pipeline. First, a pipeline with 
homogeneous properties, equal to those of the base material, is con-

sidered. The internal pressure was gradually increased using either a 
hydrogen-free gas, such as air, or using hydrogen until the maximum 
attainable pressure was reached. Failure of the pipeline occurred due 
to plastic collapse. The curve labeled “Plastic collapse” in Fig. 11 shows 
the pressure as a function of the radial displacement of the inner surface 
of the pipe. The pressure saturates due to yielding, ultimately reaching 
a value of approximately 15 MPa.

The equivalent plastic strain distribution is shown in Fig. 12a, where 
strain peaks at the bottom weld toes can be seen. Additionally, plastic 
deformation extended throughout the whole pipeline, as evidenced by 
the non-zero plastic strain values far from the weld. No differences were 
observed between the air and hydrogen cases; when variations in the 
underlying microstructure are neglected, the hydrogen degradation is 
not enough to trigger a shift to brittle fracture.

Next, heterogeneous material properties within the weld were intro-

duced by using the results from the weld process stage (Fig. 9) as initial 
conditions. For the pipeline pressurized with air, the failure pressure (15 
MPa) and mode were the same as for the homogeneous case. Fig. 12b 
shows the equivalent plastic strain field. Compared to the initial plastic 
strain field of Fig. 9d, additional strain peaks at the bottom weld toes 
and deformation far from the weld can be seen.

Under hydrogen loading, the pipeline failed due to fracture at a pres-

sure of 12 MPa. The pressure-displacement curve is presented in Fig. 11, 
labeled as “Heterogeneous + hydrogen”. The curve shows that failure oc-

curred after a small amount of yielding in the pipeline. The phase field 
variable is shown in Fig. 12c. Additionally, the crack profile was ex-

tracted from this field and was overlaid onto the microhardness map, as 
shown in Fig. 12d. Severely localized plastic strain at the left-bottom toe 
resulted in damage initiation and the formation of a small crack. After 
propagation over a small distance through the HAZ, the crack shifted 
direction and propagated under an angle of approximately 45◦ to the 
outer free surface. This crack propagation was unstable. The hetero-

geneity within the weld region thus brings a change in failure mode, 
from plastic collapse to fracture, and reduces the failure pressure when 
the pipeline is subjected to internal hydrogen pressure, even when the 
weld region is defect free.

4.4. On the role of pre-existing defects

Initial defects were introduced at three different locations: heat-

affected zone, weld metal and base metal. For each defect location, 
two defect lengths were investigated, namely, 2 mm and 4 mm. Due 
to the two-dimensional plane strain assumption that is used, the defects 
are considered to be infinitely long in the out-of-plane direction. This 
provides a conservative estimation of the failure pressures. The initial 
defects and their subsequent propagation paths are shown as yellow and 
red overlays, respectively, in the microhardness maps in Fig. 13.

Fig. 11. Internal pressure versus radial displacement for various simulations. 
The plastic collapse curve corresponds to the defect-free simulations with homo-

geneous properties in both air and hydrogen, shown in Fig. 12a, and the defect-

free simulation with heterogeneous properties in air, displayed in Fig. 12b. The 
curve labeled as “Heterogeneous + hydrogen” corresponds to the simulation 
shown in Figs. 12c and 12d. The curve labeled as “HAZ defect, 2 mm” corre-

sponds to the simulation of Fig. 13a that will be discussed in Section 4.4.

For the first defect, located in the left-bottom hard HAZ along the 
weld fusion line (Figs. 13a and 13b), the hydrogen pressures at failure 
were significantly reduced to 8.6 MPa and 7.8 MPa for defect lengths of 
2 mm and 4 mm, respectively. The pressure-displacement curve for the 
2 mm defect is presented in Fig. 11, labeled as “HAZ defect, 2 mm”. The 
introduced defect has shifted the failure point to the region where the 
global response of the pipeline is still elastic, resulting in a brittle failure 
mode. The failure pressure for the 4 mm defect is not much lower than 
that for the 2 mm defect. This demonstrates that even a small crack 
in a hard HAZ can pose a significant risk for hydrogen transmission 
pipelines.

The propagation of both cracks occurred in two stages. Initially, the 
crack extended to the inner surface, effectively creating a larger edge 
crack. However, the pipeline did not yet fail. At a higher pressure, the 
upper part of the crack propagated through the HAZ towards the left-top 
weld toe, leading to catastrophic failure.

The second crack was introduced in the bottom weld bead. The crack 
paths are shown in Figs. 13c and 13d. The failure pressures of 11.9 and 
11.8 MPa for crack lengths of 2 and 4 mm, respectively, were very close 
to that of the defect-free pipeline of Fig. 12b. Notably, failure for the 
pipeline with the 2 mm defect did not initiate from the defect itself. In-

stead, the same crack path as for the defect-free case was observed. The 
4 mm defect did propagate, although at nearly the same failure pres-

sure. These results suggest that for this particular weld configuration, a 
defect within the WM poses a lesser risk than the one within the hard 
HAZ.

Finally, a defect was introduced in the base material, far from the 
weld. The defect is located at the same radial distance as the previous 
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Fig. 12. Comparison between failure modes for a defect-free pipeline in air and hydrogen. Equivalent plastic strain at the point of plastic collapse for an air-pressurized 
pipe with (a) homogeneous properties and (b) heterogeneous properties. (c) Damage variable after failure of a pipeline pressurized with hydrogen. (d) Predicted 
microhardness map with an overlay of the crack path of (c).

Fig. 13. Comparison of crack paths and failure pressures for different defect locations. Predicted microhardness maps with overlays of initial and propagated cracks 
located at (a,b) the HAZ, (c,d) the WM, (e,f) the base material, for initial crack lengths of (a,c,e) 2 mm and (b,d,f) 4 mm.

two defects. The properties in this area are homogeneous with no resid-

ual stress. The crack paths for the 2 mm and 4 mm cracks are shown in 
Figs. 13e and 13f, respectively. The failure pressure for the 2 mm defect 
was 11.6 MPa, which is close to the failure pressure of the defect-free 
pipeline. For the 4 mm defect, failure occurred at a hydrogen pressure of 
9.3 MPa. Interestingly, the failure pressures for this defect location are 
lower than that for the defect location in the WM of Figs. 13c and 13d. 
This can likely be explained by the increased thickness of the weld re-

gion, which contributes to the defect tolerance of this region.

The above findings demonstrate the detrimental effect of hard HAZ 
regions on the defect tolerance of pipelines used for hydrogen transport.

5. Summary and conclusions

A novel computational framework integrating thermo-metallurgical-

mechanical process modeling with phase field-based coupled fracture 
predictions has been presented. The framework is particularized to 
the quantification of critical failure pressures in hydrogen transport 
pipelines, tackling a pressing need, but can be readily applied to other 
processes and problems, such as additive manufacturing. The model 
enables incorporating phase transformations into welding process simu-

lations and evaluating their influence on fracture behavior. An excellent 
agreement is obtained with experimentally-determined microhardness 
maps, demonstrating the predictive capabilities of the computational 
framework. As such, the presented framework: (i) enables the predic-

tion of heterogeneous material properties and weak spots within weld 
regions, (ii) can be used to evaluate the effect of different steel composi-

tions and welding parameters, (iii) eliminates the need for experimental 
microhardness maps in structural integrity assessment simulations, mak-

ing the framework applicable to a broad range of situations; and (iv) 
offers mechanistic insights into the complex relationships between mi-

crostructure, residual stresses, and fracture.

The study of the feasibility of repurposing existing pipeline infras-

tructure for hydrogen transport through the present framework brought 
important insight. Key findings include:

• Heterogeneous material properties within the weld region can 
lower the failure pressure of hydrogen transportation pipelines and 
bring a shift in the failure mechanism, from ductile plastic collapse, 
to catastrophic fracture.

• Hard spots in the heat-affected zone (HAZ), with an underlying 
bainitic microstructure, are detrimental for the defect tolerance of 
pipelines subjected to internal hydrogen pressure.

• For realistic conditions and welds, model predictions show that crit-

ical failure pressures can be as low as 8.6 MPa in the present of a 2 
mm HAZ defect.

These findings highlight the critical role of microstructural hetero-

geneity within weld regions on the structural integrity of hydrogen 
pipelines.
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Fig. A.14. Geometry of the 16 pass girth weld: (a) macrograph [83], (b) ferrite phase fraction, (c) bainite phase fraction. 

Fig. A.15. Measured [83] and predicted residual stress profiles. 
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Appendix A. Residual stress verification

The capability of the framework to accurately predict residual 
stresses was verified against experimental results presented by Neeraj 
et al. [83], who performed neutron diffraction analyses on girth welds. 
The considered pipeline is classified as X65, and has an outside diam-

eter of 508 mm and a wall thickness of 25.4 mm. The weld was made 
with a carbon steel and 16 weld passes. A macrograph of the weld is 
shown in Fig. A.14a.

An axisymmetric simulation of the welding process was conducted. 
The predicted ferrite and bainite fractions are shown in Figs. A.14b 
and A.14c, respectively. The weld metal microstructure mainly consists 
of bainite. In each weld pass, small regions of already deposited weld 
metal were reheated. These regions exhibit a ferritic-bainitic microstruc-

ture.

The measured and predicted axial and circumferential stress pro-

files are presented in Fig. A.15. The model accurately captured both the 
trends and peak values. It should be noted that the experimental stress 
profiles were obtained on a relatively coarse grid. Consequently, the 
predicted stress profiles show a much higher level of detail.

Data availability

The ABAQUS subroutines used in this work will be made available 
at https://mechmat.web.ox.ac.uk/codes.
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